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Abstract 

 
Most of the existing Distributed Denial-of-Service mitigation schemes in Software-Defined 
Networking are only implemented in the network domain managed by a single controller. In 
fact, the zombies for attackers to launch large-scale DDoS attacks are actually not in the same 
network domain. Therefore, abnormal traffic of DDoS attack will affect multiple paths and 
network domains. A single defense method is difficult to deal with large-scale DDoS attacks. 
The cooperative defense of multiple domains becomes an important means to effectively solve 
cross-domain DDoS attacks. We propose an efficient multi-domain DDoS cooperative 
defense mechanism by integrating blockchain and SDN architecture. It includes attack 
traceability, inter-domain information sharing and attack mitigation. In order to reduce the 
length of the marking path and shorten the traceability time, we propose an AS-level packet 
traceability method called ASPM. We propose an information sharing method across multiple 
domains based on blockchain and smart contract. It effectively solves the impact of DDoS 
illegal traffic on multiple domains. According to the traceability results, we designed a DDoS 
attack mitigation method by replacing the ACL list with the IP address black/gray list. The 
experimental results show that our ASPM traceability method requires less data packets, high 
traceability precision and low overhead. And blockchain-based inter-domain sharing scheme 
has low cost, high scalability and high security. Attack mitigation measures can prevent illegal 
data flow in a timely and efficient manner. 
 
 
Keywords: Autonomous System (AS), Blockchain, Smart Contract, IP traceback, 
Autonomous System Number (ASN), DDoS defense. 
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1. Introduction 

The Internet of Everything a trend of network development in the future. The large number, 
variety, and limited security functions of IoT devices are vulnerable to hackers. According to a 
recent research report [1], the number of connected IoT smart devices will exceed 75 billion by 
2025. And more than half of unsecured IoT devices will be vulnerable to serious attacks [2]. It 
is increasingly common for attackers to launch DDoS attacks on the network by using botnets 
created by Internet of Things devices. IoT devices have become a major source of growth in 
DDoS attacks. The numerically controlled separation model of SDN allows users and 
upper-layer applications to have more control over the network [3], and provides a new 
method for defending against DDoS attacks. However, it is found through investigation that 
most DDoS attack defense solutions based on SDN architecture are implemented under a 
single controller in the same network domain. [4]-[6]. And in the actual network environment, 
attackers can use these IoT devices with security risks to launch DDoS attacks on other IoT 
devices in the IoT from different locations or sources. Therefore, the Zombie hosts used by 
attackers to create botnets are usually in different network domains. Multiple network domains 
or paths will be affected by abnormal traffic of DDoS attacks [7] [8]. Defending against DDoS 
attacks in multiple network domains requires consideration of the following aspects: 

 Flexibility / scalability: Most of the DDoS attack defense schemes based on SDN 
architecture are centralized solutions with low flexibility and poor scalability [5] [9]. And 
vulnerable to a single point of failure. 

 Inter-domain sharing capability: DDoS attack traffic usually affects multiple 
network domains. The lack of data sharing among multiple network domains makes it difficult 
to defend against cross-domain DDoS attacks. 

 Cost: Attackers form botnets to launch a large-scale DDoS attack, usually sending out 
a lot of meaningless packet traffic. To effectively reduce the huge overhead of forwarding 
packets across multiple network domains. 

 Security: To ensure the security of data packets when they are forwarded between 
multiple domains. And trusted with multiple cooperating network domains. 

Currently, defense against DDoS attacks across multiple network domains can be divided 
into two categories. One is to respond immediately when a DDoS attack is detected (e.g., 
packet loss, port blocking) [10]-[12]. This method can quickly respond to attacks in the 
network. But it does not pose any threat to attackers. The other is to trace the attack source first, 
and to prevent the DDoS attack from the source according to the traceability results [13]-[15]. 
This method can find the real attack source. It can quickly prevent the continuous occurrence 
of attacks from the source of the attack, and conduct network behavior investigation and 
forensics. This paper aims at how to effectively track the real source of the attacker and take 
appropriate mitigation measures when DDoS is detected in the network, which is the key to 
DDoS defense. The DDoS attack detection section is beyond the scope of this article. The 
main contributions of this paper can be summarized as follows: 

 We propose an AS-oriented multi-domain DDoS attack traceability method. We 
achieve traceability across multiple network domains by tracing the AS paths between 
attackers and victims. 

 We propose a multi-domain DDoS information sharing solution based on blockchain 
and smart contracts. IP address black/gray list sharing between ASs through blockchain. It can 
prevent IP addresses with low reputation from attacking the network again, and effectively 
reduce the threats to each domain. 
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 We propose a method to use IP address grey list and blacklist instead of ACL list to 
respond to the results of DDoS attack detection and traceability. The controller dynamically 
modifies or adds flow entries to effectively and quickly mitigate DDoS attacks. 

The rest of this paper is organized as follows. In Section 2, we summarize the related 
work on DDoS attack defense. In Section 3, we describe in detail the system scheme. In 
Section 4, we introduced the implementation platform and steps of our scheme. Section 5, 
evaluates our scheme. Finally, Section 6, we conclude this paper. 

2. Related Work 
In this section, we first introduce blockchain technologies. We summarize the existing DDoS 
defense solutions from the aspects of single-domain and multi-domain. 

2.1 Blockchain Technology 
Blockchain technology [16] is a combination of a series of existing technologies (e.g., 

Cryptography, Merkle Tree, Consensus mechanism). Blockchain's decentralization 
capabilities, data security protection, data sharing functions and distributed characteristics 
provide a good infrastructure for DDoS collaborative defense system [17]. As shown in Fig. 1. 
It allows attack data to be shared in a fully automated and distributed manner, enabling 
trustless networks. It solves data sharing among multiple domains and trust issues between 
domains that cooperate with each other [8]. 

Smart contracts [18] are used to describe an "agreement executed by the parties". It 
formulates the agreement between the parties to a contract into a set of regular lines of code. 
When a transaction that meets the conditions occurs, the smart contract will automatically 
execute the corresponding contract terms. Smart contract is a reusable, modular, automatically 
executed scripts running on the blockchain. Currently, smart contracts have been used in 
DDoS attack mitigation schemes that enable secure data sharing, access, and transmission [19] 
[20]. 

 

 
Fig. 1. The basic structure of the blockchain. 

Blockchain is considered an effective solution to improve SDN network security as it can 
provide a distributed, decentralized and distrusted chain system structure. As a naturally 
distributed architecture, blockchain does not require dedicated registries and other distributed 
collaborative mechanisms or protocols among multiple domains. Blockchain and smart 
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contract technologies can be used to share DDoS attack information in a distributed manner 
across multiple domains. It enables each AS domain to use the attack information provided by 
other domains to defend against DDoS attacks in advance. Each peer can interact with others 
even if they do not trust each other. It breaks the information barrier between each network 
domain and ensures secure and efficient data transmission. Additionally, the blockchain and 
smart contract solution is decentralized and does not require a central authority to maintain the 
collaborative system. Therefore, there will be no single point of failure when running on this 
system. Consequently, this paper uses it to enhance a distributed and secure DDoS defense 
scheme across multiple domains. 

2.2 Single-domain DDoS Defense Solution 
In [11], they propose a learning-driven detection mitigation mechanism. They divided the 

list of malicious IoTs and developed separate attack mitigation strategies for each. However, 
this method is only used for UDP flooding attacks, and only one dataset is used to test the 
detection model. In [21], they proposed a DDoS attack traceability mechanism based on 
Probabilistic Packet Marking (PPM). This scheme needs to mark all routers on the attack path 
to mark all passing data packets. The computational and communication overhead is large. Liu 
et al. [22] proposes a new method for dynamic Probabilistic Packet Marking. It is superior to 
the traditional method of marking with fixed probability. In [23], They proposed a DDoS 
attack backtracking method based on Deterministic Packet Marking (DPM). It uses the IP 
address information of the ingress routers on the path to mark each packet that passes through 
ingress routers. Compared to PPM, DPM generates fewer backtracking data and processes 
faster. To be compatible with different network environments, [24] and [25] proposed a 
flexible Deterministic Packet Marking mechanism. In [26], they proposed a multi-layered 
DDoS defense framework called MLDMF to mitigate against DDoS attacks. It integrates the 
programmability of SDN, the rapid response capability of edge computing, the state 
perception capability of fog computing, and the powerful computing capability of cloud 
computing. But the security of the edge server itself may be ignored. Guo et al. [27] proposed 
a blockchain-based lightweight DDoS attack traceability defense scheme. The scheme installs 
a digest program that generates transmission packets on all routers in the LAN. And store it on 
the blockchain. When a DDoS attack occurs, trace the source based on the router's summary 
information and block malicious traffic. 

2.3 Multi-domain DDoS Defense Solution 
Multiple network domains are affected by abnormal traffic from DDoS attacks. 

Therefore, a single-domain DDoS attack defense is insufficient to deal with large-scale DDoS 
attacks. In [28], they designed a Controller-to-Controller communication protocol for different 
AS. This protocol allows SDN controllers in the local domain to communicate with controllers 
communicate with other controllers in adjacent domains. In addition, it informs neighboring 
domains of ongoing attacks and transmits DDoS attack information for effective early warning. 
In [8], they proposed an inter-domain and intra-domain DDoS mitigation solution using smart 
contracts and blockchain technology. The scheme realizes data sharing of DDoS attacks across 
multiple network domains through smart contracts. But it doesn't show how DDoS mitigation 
works. In [10], they proposed a simple message queue mechanism (RSMQ). When one of the 
controllers detects a DDoS attack, it will be shared and published by Pub/Sub to every 
controller in the network to block the identified DDoS attack. By using RSMQ method in SDN 
environment, the controller can prevent malicious traffic in the network and notify 
neighboring nodes in time. In [29], they propose to construct an AS-level network for IP 
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backtracking by extending the BGP UPDATE attribute. On the contrary, [30] believes that 
identifying some key points along the forwarding path of the packet is sufficient for the 
purpose of backtracking. Information can be passed between ASs that are not necessarily 
involved in the overlay network. Gao et al. [31] proposed a probabilistic labeling method 
called ASEM. The method utilizes the AS_PATH feature to ensure that all packets will be 
marked by a router on the path before reaching the destination. However, tag all packets will 
increase the burden on the router, resulting in the difficulty of traceability and time. In [32], 
they proposed a Fast Autonomous System Traceback scheme (FAST). The tag field of this 
scheme only allows the preceding five ASs to tag packets. For attacks involving more than five 
ASs, FAST can only record the data of the last five ASs. And in the process of path 
reconstruction, it is assumed that the victim already knows the AS topology of the network. 
Unlike previous packet schemes, [33] and [13] use IP protocol record routing option fields to 
build a path graph from source to destination. It is mainly to gradually add the path 
information of packet forwarding to the record routing option field. The advantage of this 
approach is that it is an option in the IP header that can be implemented without a new 
deployment. And it does not need to store enough packets at the victim for traceability. 

This paper summarizes the feasibility and shortcomings of the above schemes. On this 
basis, a DDoS collaborative defense solution across multiple network domains is proposed by 
integrating blockchain and SDN architecture. Our solution is more scalable and flexible than 
the current multi-domain DDoS defense solution. This solution implements the multi-domain 
security policy among each AS and adds additional security mechanisms. 

3. Multi-domain DDoS Collaborative Defense Mechanism 

3.1 Overview 
In this section, we describe a system framework for a blockchain-enabled multi-domain 

DDoS collaborative defense mechanism. More specifically, we describe in detail how the 
scheme performs cross-domain DDoS attack traceability, mitigation, and inter-domain 
information sharing. Our system structure is shown in Fig. 2. 

Our proposed scheme for multi-domain DDoS cooperative defense based on 
blockchain-SDN consists of three parts. Firstly, in order to accurately locate the attack source 
and restore the attack path, we propose an AS-oriented packet marking algorithm (ASPM). 
We redefine the IP header format to gradually add the AS forwarding path between attacker 
and victim to AS_Path. We only mark limited packets with the same destination address at the 
ingress router of each SDN domain. When the victim domain detects a DDoS attack, the server 
in this domain can obtain complete path information by parsing the data packets. Then, the 
controller will deliver the filtering mechanism to the corresponding ingress router according to 
the traceability result and the black/grey ACL list. Therefore, the filtering of attack traffic is 
implemented at the attack source. In order to prevent malicious hosts with low reputation from 
launching attacks on other hosts in other network domains again. We propose a 
blockchain-based cross-domain information sharing scheme. In this way, effective DDoS 
attack defense can be implemented on the attack path and attack source, and network security 
can be guaranteed to the greatest extent. 
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Fig. 2. Overview of the high-level architecture integrating SDN and blockchain. 

3.2 DDoS Traceability Method Based On ASPM 

After detecting a DDoS attack, how to find the true location of the attacker without relying on 
the source IP address. Taking targeted defense measures at the root is the key to combating 
DDoS attacks. We use ASN to replace the traditional IP address marking scheme, and propose 
a multi-domain DDoS traceability method for AS. Among them, ASN [34] is managed and 
controlled by Internet Assigned Numbers Authority (IANA). It is the unique global number of 
the Internet identification AS. ASN is represented by two different formats: 2-byte and 4-byte 
[35]. With the dramatic increase in the number of ASs in the Internet, the IETF [36] proposes 
that all ASNs should be considered 4-byte. We define ASN as an unsigned 32-bit integer. The 
specific process is as follows. 

3.2.1 Design of IP Header Tag Field 
The scheme based on IP traceability technology requires rewriting the packet header in 

different ways to mark the path information. ASPM uses the Reserved Flag (RF) field, the 
Type of Service (TOS) field and the Options filed in the packet header as the tag space to 
rewrites the IP packet header to store the tag information (See the shaded section in Fig. 3). In 
the IP header field, the TOS field indicates the type of service the packet wants to obtain, and 
is rarely used at present. The Identification, Fragment Offset and Flag fields are used to 
segment the packet information. Studies have shown that the proportion of the number of 
packets that need to be fragmented in the network is only about 0.25% [46]. Therefore, in 
general these three fields are idle and are used the most in IP traceability. The use of a variable 
length Option field incurs additional overhead, so this field is rarely used. 
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Fig. 3. The IP header fields (shaded) used in our proposed. 

In our proposed ASPM scheme, in order to satisfy multiple ASN data storages, we use 
fields that are rarely used in IP header as the label space, and insert label information into the 
data packets. It includes the high bit of 1 bit in the Flag field, the low bit of 6 bits in the TOS 
field, and the variable length Option field. Different tag spaces correspond to different tag 
information. The above tag space is divided into five parts: Flag_RF (1bit), AS_Num (1bit), 
Distance (4bits), Frag (1bit) and AS_Path (variable). As shown in Fig. 3. The definitions are 
as follows. 

 ASNi (16bits): It represents the ASN fragmentation information of the autonomous 
system. In order to shorten the traceability time, reduce the number of data packets required 
for path reconstruction, and reduce the marking overhead of the router. We shard the 4-byte 
(32bits) ASN. Each 2-byte (16bits) is a fragment as marking information. The more fragments 
an ASN is divided into, the more packets the victim domain requires to reconstruct the attack 
path. 

 Flag_RF (1bit): It is used to prompt the downstream ingress border router whether 
the current data packet is marked. Its values are 0 and 1. The value of Flag_RF is set by the 
packet passing through the first ingress router. When reconstructing the path, the server can 
filter out untagged packets according to this field to reduce the false positive rate. 

 AS_Num (1bit): It is used to indicate which fragment of the ASN inserted into the 
marked packet is stored in the path. Its values are 0 and 1. If AS_Num = 0, it means that the first 
16 bits of the ASN (e.g., ASNi-1) of the AS domain are inserted into the marked data packet for 
storage. If AS_Num = 1, it means inserting the last 16 bits of the ASN (e.g., ASNi-2) of the AS 
domain into the marked data packet for storage. 

 Frag (1bit): It is used to indicate which fragment of the ASN should be inserted into 
the packet. Its values are 0 and 1.  

 Distance (4bit): It represents the distance value of the packet from the first marked 
router to the victim's AS. Its value range is 0-15. [37] shows that more than 99% of the 
autonomous systems have less than 8 ASs before the packet reaches the destination. For some 
huge and rare attacks may cross more than 8 AS. In our proposed mark backtracking technique, 
the marked data packets can store up to 19 ASN fragment information. Therefore, there is no 
problem in this paper that cannot be backtracked. And the value of this field corresponds to the 
ASN fragmentation to perform path reconstruction. When the victim and the attacker are in the 
same domain, set the Distance to 0. And the distance between adjacent AS domains to 1. We 
can achieve traceability at both intra-domain and inter-domain levels. 
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 AS_Path: It is used to store ASN shards on the path. Its value is determined by the AS 
the packet traverses. In our scheme, each time a marked packet passes through an AS, one of 
its ASN fragments is added to AS_Path. Then, traverse the AS from the attacker to the victim. 

3.2.2 ASPM Marking Method 
In our scheme, ASN is a 32-bit unsigned integer as the tag information of each AS. Then, 

the ASN marking information is inserted into the IP packet header by the ingress router of each 
AS. (Since SDN switches have L2-L4 layer network capabilities. Border routers, OpenFlow / 
SDN edge switches are considered the same type of device in this paper). Specifically, when a 
data packet is forwarded between different ASs, the ingress router of each AS inserts the ASN 
fragment of the domain into the corresponding IP data packet header. However, other routers 
in the AS domain skip the insertion mark information and normally forward packets. In our 
scheme, only the ingress router of each AS participates in the marking work, and other routers 
do not participate in the marking. 

 

 
Fig. 4. ASPM marking process across multiple domains. 

Fig. 4 shows the ASPM marking process across multiple domains. ASPM's marking 
scheme starts with the ingress router R1, which is the closest to the attacker. When the first 
ingress router receives the packet, it inserts the two fragments of ASN1 into the two packets 
respectively. And stored in the AS_Path field. And the value of the Flag_RF field of the data 
packet is set to 1. When tracing the source, victims can filter and mark packets according to the 
value of this field to reduce the false positive rate. And set the value of the AS_Num field of the 
data packet with the first 16 bits of information marked ASN1-1 to 0. The value of the AS_Num 
field of the data packet with the last 16 bits of information marked ASN1-2 is set to 1. Then the 
packet is forwarded to the next-hop router according to the routing strategy.  

When the ingress router R2 in AS2 receives the packet, it first checks the value of the 
Flag_RF field of the packet. Based on the value of this field, determine whether the packet is 
marked. Then, the Frag field selects ASN2 fragments according to the value of the AS_Num 
field of the data packet, and inserts them into the corresponding AS_Path. If AS_Num=0, the 
ingress router R2 chooses to insert the first 16 bits of the ASN2 value (ASN2-1) into the packet. 
If AS_Num=1, insert the 16bits fragment after the ASN2 value (ASN2-2) into the packet. 
Otherwise, the packets are forwarded normally, and the marking information on the packets 
remains unchanged. Since the ASN of AS2 has been inserted at the ingress router R2, the router 
R3 skips the insertion and directly forwards the data packet to the next-hop router. 
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Then, repeat the above marking method until the packet reaches the victim domain. The 
marking algorithm of the ingress router is as in Algorithm 1. Specifically, each time the 
ingress router of each AS performs a marking action, the value of the Distance field of the 
marked data packet is incremented by 1. When the marked packet is forwarded in the same 
domain, the value of the Distance field does not change. Finally, after the attacker collects data 
packets containing two complete ASN fragments, the AS path information of the attacker can 
be determined according to the value of the Distance field corresponding to the ASN 
fragments. In order to further improve the accuracy of attack source tracing, we use fixed time 
intervals to mark the packets sent from the attacker with ASPM. 

 
    Algorithm 1: The marking algorithm of the ingress router 

 
    1:  Making procedure at ingress router R： 
    2:  for each incoming packet w 
    3:  check the Flag_RF filed of each packet w 
    4:  if Flag_RF=1 then 
    5:  check the AS_Num filed of each packet w 
    6:      if AS_Num=0 then 
    7:      The Flag filed writes ASNi_1 into w.AS_Path 
    8:      else 
    9:          if AS_Num=1 then 
  10:          The Flag filed writes ASNi_2 into w.AS_Path 
  11:        end if 
  12:    Distance=Distancei+1 
  13:   end if 
  14:  else 
  15:  forward packet w 

 

3.2.3 Path Reconstruction Procedure 
When the DDoS attack detection algorithm in the victim domain detects the attack, the 

victim starts inter-domain path reconstruction from its own AS domain. As shown in Fig. 5. 
The specific process is as follows. 

Step1: Firstly, the server in the victim domain filters and extracts packets with flag 
information according to the value of the Flag_RF field. The marked data packet contains the 
ASN value of the AS domain traversed from the attacker to the victim and the distance to the 
victim AS. 

Step2: According to the Distance field and the AS_Num field in the marked data packet, 
the fragmentation information of the ASN stored in the AS_Path is extracted into the 
reconstructed path table. The reconstructed path table is maintained on the server within the 
victim domain. Because the packet is marked once, the value of the Distance field in the 
packet is updated. That is, when the data packet leaves the attacker's AS domain and reaches 
the ingress router of the adjacent domain, the value of the Distance field will be changed to the 
distance between the current AS domain and the attacker's AS domain. The value of the 
corresponding ASN fragment is the path information between the attacker and the victim. 

Step3: When the victim collects two complete packets with different marks, extract the 
packets in the order of AS_Num=0, 1. Arrange the shards corresponding to the ASN in order 
according to the Distance=1,2, …, i, and reconstructs the ASNi to obtain the attack path: ASN0, 
ASN1, ASN2, …, ASNi. 
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Fig. 5. Path reconstruction process. 

3.3 Blockchain-based Inter-Domain Sharing Method 
In multi-domain DDoS attacks, there is the transmission of malicious traffic between 

interconnected AS domains. Consequently, only DDoS attack mitigation in the victim's AS 
cannot completely prevent the transmit of malicious traffic. And a less reputable attacker 
could launch an attack on other domains again. In order to effectively address the impact of 
DDoS attacks across multi-domain on the whole network, cooperation between ASs is 
required. In this way, the threat caused by malicious traffic to the network domain is 
minimized. 

We utilize emerging blockchain and smart contract technologies to facilitate 
collaboration between different AS domains. The attack information is shared among ASs in a 
decentralized manner. As shown in Fig. 6. Each AS domain runs only one SDN controller that 
receives and reports information about the attacker. We use the SDN controllers as the nodes 
of the blockchain to form a blockchain network. We connect the SDN controller of each AS 
domain to an Ethereum Geth client [38] through the API interface of the blockchain. It enables 
various domains to communicate and cooperate with each other, receive and share DDoS 
attack information. 

When the victim domain detects a DDoS attack, the ASPM-based attack traceability 
method is enabled to obtain the AS where the attacker is located. The SDN controller in the AS 
domain sends illegal data flow information to the Geth client through the blockchain API 
interface. Geth clients report illegal data flow information to smart contracts. Then, we 
classify the illegal data flow in the smart contract. We calculate the credibility of the source IP 
address of the illegal data flow, and add the IP address to the corresponding IP address grey list 
or blacklist. By designing decentralized, information sharing program code deployed on the 
blockchain, the code and state of the smart contract is stored in the block as a kind of 
transaction data. Finally, smart contracts are proliferated across the blockchain network in a 
P2P manner after consensus and processing. 
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Fig. 6. Multi-domain sharing architecture based on SDN-blockchain. 

The smart contract maintains this black/grey list. Specifically, it is first determined 
whether the source IP address is in the existing blacklist or grey list according to the reported 
illegal data flow information. If it is, the SDN controller in the AS domain delivers 
corresponding mitigation strategy to the edge switch, thereby achieving the goal of DDoS 
attack defense. Conversely, the credibility of the source IP address of the data flow is 
calculated from the reported illegal data flow information. If the credibility is below the 
threshold, it means that the source IP address is strongly correlated with the DDoS relationship 
in the SDN. Then, add the source IP address to the blacklist and update the blacklist. 
Otherwise, add the source IP address to the grey list, and update the grey list. As shown in 
Algorithm 2. 

 
      Algorithm 2: Classification algorithm of source IP address 

 
   1:   Input: The number of suspicious source IP addresses xi;  
                      the total number of source IP addresses n; 
   2:   Output: Blacklist and grey list 
   3:   The arithmetic average of the source IP address  μ 
         The standard deviation of the source IP address  σ 
   4:   Calculate μ by ∑ 𝑥𝑥𝑖𝑖𝑛𝑛

𝑖𝑖=1 𝑛𝑛⁄    μ 

         Calculate σ by �1
𝑛𝑛
∑ (𝑥𝑥𝑖𝑖 − 𝜇𝜇)2𝑛𝑛
𝑖𝑖=1  σ 

   5:   The credibility of suspicious IP address 
The threshold of suspicious IP address Tthr 
   6:   Calculate by 𝑥𝑥𝑗𝑗 ∑ 𝑥𝑥𝑖𝑖𝑛𝑛

𝑖𝑖=1⁄  
          Calculate Tthr by μ + σ Tthr 
   7:         if IP credibility < Tthr then 
   8:             update the blacklist; 
   9:          else 
 10:                if IP credibility >Tthr then 
 11:                    update the grey list; 
 12:               end  
 13:        end 
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Then, we deploy the compiled smart contract code on the blockchain. As shown in 
Listing 1. All participating nodes on the blockchain generate new blocks after passing 
consensus verification. Smart contracts broadcast events across the blockchain. All 
participants in each network domain receive this event and then add suspicious IP addresses to 
the blacklist and gray list maintained by that network domain. Then, the SDN controller in the 
AS domain delivers corresponding mitigation policies to edge switches. Therefore, it 
implements DDoS defense at attack source and attack path, and maximizes the security of the 
whole network environment. 

Listing 1. Smart contract structures and some core code. 

 
Our scheme realizes secure distributed DDoS attack data information sharing among 

multiple ASs. All authorized collaborators on the blockchain can add, share and access 
blacklists and gray lists. The method breaks the information barriers between AS domains and 
promotes mutual cooperation among AS domains. And other ASs can quickly verify the 
authenticity of attacks and respond in time by analyzing statistical information in advance. 
Experimental results show that it provides flexibility, scalability, low cost, and security for 
inter-domain DDoS attack defense. 

3.4 DDoS Attack Mitigation Method 
After completing the reconstruction of the DDoS attack path and tracing the real attack 

source, the next step is how to effectively defend against DDoS. Based on the characteristics 
of SDN, we comprehensively use the Access Control List and black and gray list mechanisms 
to achieve DDoS attack mitigation. ACL is a command list of router or switch interface, used 
to control the data packets in and out of the port. After configuring the ACL, it can restrict or 
effectively block the access of some specified source addresses. We use blacklist and grey list 
instead of traditional ACL list. Then, the SDN controller of each AS domain maps the defined 
ACL rules to ACL flow entries in the switch. And deliver the ACL flow entry to the network 
edge switch. This allows or prohibits communication with the victim, thus achieving the goal 
of mitigating DDoS attacks. 

Specifically, after finding the attacker AS domain according to the attack traceability 
method, the SDN controller in the domain locates the edge switch connected to the attacking 
host. Then it judges whether the source IP address of the packets entering the edge switch is in 
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the blacklist or the gray list. If it is determined that the source IP address of the attacker is in 
the maintained blacklist IP address list. Then, the SDN controller sends the flow entry to the 
edge switch and discards the data packets from the source IP address. If it is determined that 
the source IP address of the attacker is in the gray listed IP address list. Then, the SDN 
controller sends a flow entry to limit the rate of the data flow. Otherwise, if it is determined 
that the source IP address of the attacker is not the blacklist and the gray list, it can be judged as 
normal traffic, normal communication is established, and data packets are forwarded. 

4. Implementation 
In this section, we will describe in detail the simulation environment for experimental 
simulation in this paper. We use Mininet to build a network topology to simulate the real 
experimental environment. And using Behavior model version 2 (BMv2) switches in the 
network effectively simulates a router. It can run independently or in Mininet. BMv2 [39] is 
the second version of the P4 reference software model. It is specifically designed for 
developing and debugging the P4 data plane and control plane software written for it. P4 [40] 
supports the creation of custom headers, parsing of existing or new headers, and custom 
match-action tables. 

In this paper, we implement ASPM tag traceability and DDoS attack mitigation based on 
the programmability of P4. The SDN controller runs alone on the server. We installed and 
implemented the Ethereum blockchain on Ubuntu 18.04 LTS platform. The Ethereum Geth 
client (1.8.20) is connected to the SDN controller through the Blockchain API. We use the 
Remix IDE [41] for smart contract deployment, testing and implementation. By combining 
blockchain and SDN reasonably, we have realized secure DDoS attack data sharing and 
defense among multiple ASs. Table 1 shows the main simulation parameters used for system 
simulation.  

Table 1. Applications in each class 

Simulation Parameters Description 
CPU Intel® Core™ i5-6600 CPU @ 3.30GHz × 2 

Simulation platform Mininet / Ethereum  
Simulation System Ubuntu 18.04 LTS 

Ethereum Client Geth client 
Smart Contract Remix IDE 
Type of Switch BMv2 Switches   

5. Evaluation 
In this section, we respectively evaluate the performance of the DDoS attack defense methods 
proposed in this paper across multiple network domains from different aspects. 

5.1 Performance evaluation of ASPM 
In order to test the effectiveness of our scheme in the actual environment, we use the IPv4 

Routed /24 Topology Dataset [42] in CAIDA containing more than 20 million path trajectory 
information to conduct simulation experiments. The dataset consists of 16352 nodes and 
39346 links. We get the RouteViews prefix for the AS mapping dataset for IPv4 and IPv6 from 
RouteViews Prefix to AS mappings Dataset [43]. We then generate the topology in AS units 
by mapping the reported IP address in the Traceroute dataset to its corresponding AS. This 
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dataset contains 154,357 path information from a single source. And consists of 32301 
different ASs. Among them, the maximum and minimum hop counts of the dataset we use are 
16 and 1. We randomly count the distance probability distribution between two ASs. As 
shown in Fig. 7. Through data collation and statistical analysis, 99% of the packets usually 
pass through less than 8 AS domains before reaching the destination domain. Therefore, our 
proposed ASPM traceability scheme does not have untraceable. 

 
Fig. 7. Multi-domain sharing architecture based on SDN-blockchain. 

 
Fig. 8. Comparison of average packets required for path reconstruction. 

The purpose of attack traceability is to reconstruct the attack path and locate the source of 
the attack. Therefore, we use the number of packets needed to rebuild the attack path as one of 
the measures. Fig. 8 shows the relationship between path length and the average number of 
packets required during path reconstruction. We compare the ASPM traceability method with 
the classic packet-marked AS traceability methods FAST [32] and ASEM [31]. As can be seen 
from Fig. 8, as the length of the AS path increases, the number of data packets required in the 
path reconstruction process of the ASEM scheme increases linearly. The optimal marking 
probability for ASEM is determined according to the AS path length. The FAST-marking 
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scheme requires an average of 7 packets in the entire reconstruction attack path. In our scheme, 
the AS_Path field in the packet with tag information received by the victim domain contains 
the complete ASN fragment information. The victim domain only needs to collect two 
complete marked packets to reconstruct the AS path from the attacker to the victim. Therefore, 
our scheme requires fewer packets to reconstruct the path. It reduces source tracing time and 
router overhead, and improves source tracing speed. However, as the path length increases, 
our scheme requires more marker space to record path information. Therefore, our method 
consumes more bandwidth. 

 

 
Fig. 9. Comparison of schemes with different traceback rates. 

Fig. 9 shows the probability that the victim successfully finds the attacker's AS domain. 
In our scheme, the victim extracts the marked packet when restoring the attacker's AS domain. 
Because the AS_Path field of the marked data packet stores the fragmentation of the complete 
ASN. Therefore, as long as the victim extracts the tag information carried by the two packets 
containing the complete ASN fragment. According to the distance field and the AS_Num field, 
the ASN shards are reassembled in sequence, and the AS domain where the attacker is located 
can be successfully restored. We assume that the router is secure, and the marking information 
will not be tampered with during the forwarding of marked packets. Therefore, the probability 
of successful restoration is 1, regardless of the number of packets with tag information 
received by the victim domain. Therefore, our scheme has a high backtracking success rate. 

5.2 Evaluation of Inter-Domain Information Sharing Methods 
We verify and evaluate the cross-domain information sharing scheme based on 

blockchain in terms of throughput and gas consumption. First, we write and compile smart 
contracts on Remix. Then, use Ganache to deploy the smart contract on a private Ethereum 
blockchain for functional testing. Ganache [44] is an Ethereum emulator for quickly testing 
smart contract functionality. More detailed contract information is in the official Ethereum test 
chain. After the contract is deployed, use the ABI and the contract address to invoke the smart 
contract. Fig. 10 shows the transaction details when sharing data across multiple network 
domains. 
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Fig. 10. Information related to transactions on the blockchain. 

Each transaction corresponds to a transaction hash value, which is used to identify the 
transaction. The From and To fields represent the address of the originating account and the 
receiving account for the transaction, respectively. The originating account in the 
multi-domain DDoS information sharing method proposed in this paper is generally the client 
account in the target domain. It's worth noting that each transaction is not free in non-test 
environments. The resource consumption in Ethereum is called Gas Used. This paper uses this 
metric as a cost assessment. 

 
Fig. 11. The correlation of Time and Gas consumption with the Number of Transaction requests. 

 
Fig. 11 shows the corresponding relationship between the processing time and Gas 

versus respectively with the number of transaction requests. The smallest unit of Gas is wei, 
1ETH=1018wei=109Gwei. Time is expressed in ms. In our scheme, a certain amount of Gas is 
consumed to ensure that the transaction of DDoS attack information is transmitted between 
network domains. The gas consumption increases approximately linearly with time when the 
number of transactions is increasing. 
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Fig. 12. The correlation between Throughput and the Number of Transaction requests. 

 
Fig. 12 shows the relationship between throughput and the number of transactions in the 

scheme designed in this paper. Transaction throughput is the number of transactions made per 
second. In this paper, the throughput of transactions is taken as the vertical axis, and the 
number of requests of transactions is taken as the horizontal axis. Fig. 12 shows that as the 
number of requests increases, the ability of our designed scheme to handle transactions has 
improved, so the throughput has also increased significantly. We propose a customized new 
architecture for different SDN network domains that support blockchain. We use the concept 
of Ethereum’s smart contracts to facilitate the collaboration among SDN-based domains to 
mitigate DDoS attacks. And remove the intermediary for secure communication. Blocks can 
be added to the blockchain without a public process, which significantly reduces the additional 
overhead and energy consumption of the original blockchain with POW. Improves the certain 
throughput compared to the original blockchain scheme.  

5.3 Evaluation of DDoS Attack Mitigation Methods 
We design simulation validation of multi-domain DDoS attack mitigation methods using 

the DDoS attack dataset of CAIDA [45]. It can be known from Fig. 7 that most of the DDoS 
attack packets can reach the destination through 4 ASs from the attacker's network domain to 
the victim's network domain. Therefore, this paper simulates four SDN-based AS domains for 
DDoS attack mitigation validation. We take the change in the overall network rate as the 
overall time overhead of the DDoS attack mitigation system. 

Fig. 13 shows the traffic changes in the network from the start of the attack to the 
implementation of mitigation. At the 40th second, the attacking host initiates a DDoS attack on 
the victim host. The traffic of illegal data flow in the network has increased dramatically. After 
the attack lasts for 25 seconds, the SDN controller in the AS domain sends a flow table to the 
edge switch in the domain to implement mitigation strategies for DDoS attacks. After the 
DDoS attack mitigation strategy was implemented, the attack rate in the network dropped 
rapidly and quickly returned to normal levels. Experiments show that this scheme can 
effectively mitigate the impact of DDoS attacks. 
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Fig. 13. DDoS attack mitigation effects. 

 

Table 2. Comparison of our scheme and other related proposed solutions 
 

N. Ravi 
et al. [11] 

Guo   
et al. [27] 

El Houda 
et al. [8] 

Hameed 
et al. [28] 

Durresi 
et al. [32] Ours 

Multi-domain collaboration No No Yes Yes Yes Yes 
Blockchain No Yes Yes No No Yes 

Suitable for DDoS 
 data sharing No No Yes Yes No Yes 

Scalability Poor Poor Good Poor Average Good 
Bandwidth overhead Low High Average Average Low High 

Security Low Average High Low Low High 
 

As depicted in Table 2, we qualitatively compare the characteristics of different DDoS 
defense schemes among N. Ravi et al. [11], Guo et al. [27], El Houda et al. [8], Hameed et al. 
[28], Durresi et al. [32] and ours. First, since our solution runs on the platform of the Ethereum 
blockchain, it is decentralized and there is no single point of failure problem. Therefore, it has 
good flexibility and scalability. And it requires neither a third party nor a central system to 
maintain collaboration between multiple network domains. It can share DDoS attack 
information among network domains in a distributed manner to ensure secure and efficient 
data transmission. Therefore, it has high security and reliability. However, as the path length 
increases, our DDoS attack tag traceability scheme requires more tag space to record the path 
information. Thus, our approach consumes more bandwidth. Generally, we provide a new 
approach to address DDoS defense schemes across multiple network domains and add 
additional security mechanisms. 

6. Conclusion 
In this paper, we integrate blockchain with SDN architecture to provide new ideas for DDoS 
attack mitigation methods across multiple domains. In order to deal with the traceability 
problem of AS-level DDoS attacks, we reload the IP packet header to record the ASN 
fragments traversing from the attacker to the victim. Our method only needs two marked 
packets containing complete ASN fragments to reconstruct the attack path. Our method 
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requires a small number of reconstructed data packets, a short time for backtracking, and a 
high traceability accuracy. Abnormal traffic is forwarded across multiple network domains 
and will affect the entire network. The cross-domain DDoS attack information sharing method 
based on blockchain can effectively reduce the threat to each AS domain and improve the 
flexibility and security of the system. Experimental results show that our multi-domain DDoS 
cooperative defense mechanism can effectively mitigate DDoS attacks. 

For the future work, we intend to combine intra-domain DDoS mitigation scheme with 
inter-domain traceability scheme, so as to improve the security of the whole network within 
and between domains. The problem of protecting private information across multiple network 
domains is also considered. And how to deploy and verify the effectiveness of the proposed 
DDoS defense scheme in the actual networks. 
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